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研究の目的
天体からのX線スペクトル…熱放射, コンプトン散乱等の連続スペクトル 
                          　　　 + 特定の波長の輝線・吸収線等のライン構造 
     ラインの情報は元素組成, 電離度, 反射構造等を探る重要な手がかり.
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１. モデルフィット, 最小カイ二乗法，F検定 
目測でラインのモデルを組み込む必要がある． 
フィティングの際にモデル全体のカイ二乗の最小値を探すため，
局所的なラインのモデルは統計的に不利． 

 
２. 最適化フィルターを用いたモンテカルロ (MC) シミュレーション 

モデルに連続成分しか使わないためモデル依存が少ない． 
複数のラインを同時に判定できる． 
未知のラインに対して有効．

２の方法で未知の輝線・吸収線を無バイアスに探査

検定方法
X線天文学で一般的な手法
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respectively. These data are consistent with reddening in the host
galaxy of E(B 2 V) < 0.2, or with Lyman a absorption at high
redshift. Figure 1 shows the time-averaged EPIC X-ray spectrum of
the burst afterglow. The continuum can be fitted by a power law of
photon index G ¼ 2.3 ^ 0.1, attenuated by the Galactic absorption
column of 4.2 £ 1020 cm22. An apparent absorption feature is
present between 0.3 and 0.4 keV, which, when fitted by an absorp-
tion edge, gives an energy of E0 ¼ 0.99 ^ 0.09 keV and an optical
depth of t ¼ 1.0 ^ 0.4, in the burst rest frame.

Spectrawere initially extracted in five time segments, correspond-
ing to 0–5 ks, 5–10 ks, 10–15 ks, 15–20 ks and 20–27 ks after the
start of the XMM-Newton observation. As significant line emission
was observed only during the initial 10 ks, the remaining data were
binned into one 17-ks time bin. Figure 2 shows the EPIC-PN
spectrum between 0.2 and 3 keV, from the first 5 ks only; emission
lines are detected in the burst rest frame at energies (keV) of
1.40 ^ 0.05, 2.19 ^ 0.04, 2.81 ^ 0.04, 3.79 ^ 0.07 and
4.51 ^ 0.12. The closest abundant Ka transitions to the observed
lines are: Mg XI (1.35 keV) or Mg XII (1.47 keV), Si XIV (2.00 keV), S
XVI (2.62 keV), Ar XVIII (3.32 keV) and Ca XX (4.10 keV). Thus we
infer that the lines are blueshifted with respect to the known redshift
of GRB011211. To quantify this, we adopted the rest-frame energies
corresponding toMg XI, Si XIV, S XVI, Ar XVIII and Ca XX, and varied
the redshift of the line-emitting material. The best-fit redshift for
the line set was found to be z ¼ 1.88 ^ 0.06, differing significantly
(at .99.99% confidence) from the known GRB redshift of
z ¼ 2.140 ^ 0.001, implying an outflow velocity (v) for the line
emitting material of v/c ¼ 0.086 ^ 0.004, where c is the velocity of
light, or v ¼ 25,800 ^ 1,200 km s21. The line emission also declines

more rapidly than the continuum (at.3j confidence), suggesting a
more enduring (non-thermal) component to the continuum flux.
The decrease in flux of the Si XIV line is shown in Fig. 3; the line is
detected only over the first 10 ks of observation.
In order to assess the quality of the spectral fit and the statistical

significance of the emission lines, we calculated the fit statistic,
measured in terms of total x2 deviations between the data points
and the input model, divided by the degrees of freedom (d.o.f) in
the fit. This improved from x2/d.o.f ¼ 56.7/47 for a pure power-
law model to 36.2/41 on the addition of the lines. Employing an F-
test15 then yields a significance level of 99.7% for the set of lines as a
whole. Furthermore, by performing Monte Carlo simulations, we
find a probability of only 0.02% that the lines result from purely
random Poisson noise. We conclude that the line emission is
detected with good confidence.
X-ray line emission can arise by a variety of processes, including

thermal emission, recombination in a photoionized plasma, or by
reflection of hard X-rays in dense, optically thick matter. Modelling
the early spectrum with emission from an optically thin plasma of
temperature kT ¼ 4.5 ^ 0.5 keV and luminosity 7 £ 1045 erg s21

(using the ‘MEKAL’ code16), requires an over-abundance for Mg,
Si, S, Ar and Ca of about 10 times the solar value (solar abundance is
ruled out at.99.9% confidence). The absence of emission in the Fe
K band gives a limit to the abundance of iron at,1.3 times the solar
value. The fit statistic for the thermal model is excellent (x2/d.o.f ¼
37/44), and Monte Carlo simulations showed that only one in
10,000 pure power-law spectra could yield as good a fit by chance
alone (that is, a null probability of about 0.01%). Another possible
source of the line emission is X-ray reflection17,18. This is currently
favoured in ‘nearby reprocessor’ models19, where X-rays scatter off
dense material within the stellar envelope of a massive progenitor
star. We fitted ionized reflection models17 to the data for two cases:
(1) where the walls of the stellar envelope subtend 2p sr solid angle
to the X-ray source; (2) where the emission arises purely from the
scattered X-ray flux, with no continuum emission. In both cases the
fit obtained is poor (x2/d.o.f ¼ 62.4/46 and 56.7/47, respectively);

Figure 2 The XMM-Newton EPIC-PN spectrum of the burst afterglow, for the first 5 ks of

exposure only. Top, the observed count rate spectrum; bottom, the residuals of the

thermal model compared with the data points, in units of 1j deviations. The energy

plotted on the abscissa is in the observer frame. Emission lines are detected at energies

(keV) of 0.45 ^ 0.03, 0.70 ^ 0.02, 0.89 ^ 0.01, 1.21 ^ 0.02 and 1.44 ^ 0.04 in

the observed spectrum, whilst the measured line fluxes (erg cm22 s21) are

(7.6 ^ 5.1) £ 10215, (1.1 ^ 0.3) £ 10214, (9.9 ^ 2.9) £ 10215,

(6.7 ^ 2.5) £ 10215 and (4.4 ^ 2.2) £ 10215, respectively. These correspond to

energies (keV) of 1.40 ^ 0.05, 2.19 ^ 0.04, 2.81 ^ 0.04, 3.79 ^ 0.07 and

4.51 ^ 0.12 in the burst rest frame (at z ¼ 2.14), with rest-frame equivalent widths (eV)

of 180 ^ 120, 430 ^ 130, 480 ^ 140, 460 ^ 170 and 360 ^ 180, respectively (all

errors are quoted at 1j confidence). Note that an iron K line is not detected; the upper limit

on the rest-frame equivalent width is,400 eV. For reference, the resolution (full-width at

half-maximum) of the EPIC-PN spectrum is 100 eV at 1 keV. The emission lines can be

identified with the Ka transitions of Mg XI (or Mg XII), Si XIV, S XVI, Ar XVIII, and Ca XX. The

observed energies are blue-shifted by a factor corresponding to a velocity of v ¼ 0.086c

(or 25,800 km s21), when compared to the redshift of the g-ray burst (at z ¼ 2.14). For

clarity, only the EPIC-PN data are shown; consistent results are obtained for the EPIC-MOS

camera, although the signal-to noise ratio of the MOS data is lower.

Figure 3 The line flux of Si XIV Ka, and the total continuum flux (0.2–10 keV), as a

function of time since the initial burst. The Si XIV line is detected in the first 10 ks of the

observation (illustrated by the first two data points), but is not detected during the

remainder of the observation (the upper limit shown is at the 3j confidence level). The

values of the Si XIV line flux are (1.1 ^ 0.3) £ 10214 erg cm22 s21 during the first 5 ks,

(0.7 ^ 0.4) £ 10214 erg cm22 s21 from 5 to 10 ks and,3.6 £ 10215 erg cm22 s21

during the last 17 ks of observation. A similar effect is seen for the other emission

lines, none being detected in the later part of the observation. For instance, the S XVI

line flux is (1.0 ^ 0.3) £ 10214 erg cm22 s21 in the first 5 ks, decreasing to

,2.5 £ 10215 erg cm22 s21 during the last 17 ks of observation.
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Table 1. Best-fitting X-ray spectral parameters.

Model N H α/kTbremss N χ2
ν/d.o.f.

(1022 cm−2) (photon keV−1 cm−2 s−1) at 1 keV (prob)

1 Best fit 0.10+0.04
−0.02 2.6 ± 0.2 (7.0 ± 0.9) × 10−5 1.24/17 (0.22)

2 0.065 ± 0.01 (2.3) (5.8 ± 0.5) × 10−5 1.35/18 (0.14)

3 0.16 ± 0.02 (3.0) (8.5 ± 0.7) × 10−5 1.35/18 (0.15)

Thermal bremsstrahlung

4 Best fit 0.03 ± 0.01 1.5+0.4
−0.2 (9.0 ± 1.2) × 10−5 1.38/17 (0.13)

5 0.05 ± 0.01 (1.1) (12 ± 1) × 10−5 1.50/18 (0.08)

6 0.014 ± 0.01 (2.1) (7.0+0.7
−0.4) × 10−5 1.44/18 (0.10)

FWHM(E) = 57 + 13(E/1 keV) − 0.29(E/1 keV)2 eV. (1)

This approximation was derived from the line in this figure. The

EPIC/pn energy resolution has been demonstrated to be stable over

nine months of in-flight calibration (Strüder et al. 2001). We expect

that this analysis (and that of R02, since that work is based on

the same energy response matrices) is valid as long as the energy

resolution is within 20 per cent of this approximation (corresponding

to three of ∼15 PI channels at 0.75 keV).

We performed a convolution between the raw PI spectrum (that is,

number of counts versus PI bin) and the Gaussian energy response

function, as a function of energy:

C(Ei )=
j[Ei +3σ (Ei )]

∑

j[Ei −3σ (Ei )]

I ( j)
1

√
2π σ (Ei )

exp

[

−
1

2

(

Ei − E j

σ (Ei )

)2
]

δE j ,

(2)

where N is the number of PI bins, and we sum across PI bins that are

within ±3σ (Ei) of Ei. I(j) is the raw PI spectrum, which contains

both source and background counts, and j = 1, 2, . . . , N is the

PI bin number. The centroid (average) energies and energy widths

(&Ej) of the PI bins were taken from the EBOUNDS extension of the

response matrix, where i is the PI bin number and σ (E) = FWHM

Figure 2. (a) The solid line is C(E) (equation 2) from the observed raw PI spectrum – the convolution between the raw spectrum and the EPIC/pn energy

response. The broken lines are the maximum C(E) for spectral models 1–6, showing the 99 and 99.9 per cent confidence single-trial upper limits. (b)–(f) The

solid lines are the same observed convolved spectrum as in (a). The dotted lines are five (in the five separate panels) randomly selected Monte Carlo spectra

using model 1. Features of similar magnitude to those found in the observed spectra are apparent in each; these are due to the Poisson noise distribution (in

energy) in a spectrum with a finite number of detected counts.

(E)/2.35. We do not correct the PI spectrum for the detector area;

however, the detector area does not change dramatically across the

FWHM of the lines. If the area did change dramatically across the

FWHM of a line, and a statistical excess were observed in the area-

corrected PI spectrum but not in the raw PI spectrum, then such an

excess could well be due to calibration uncertainties.

The resulting C(Ei) is shown in Fig. 2(a). By visual inspection,

there are indeed features in the spectrum near energies where the

reported lines occur. To determine if these features are significant,

we produced MC spectra of models 1–6 (see Section 2). The MC

realizations of the raw PI spectra were performed as follows. We

simulated the spectral models 1–6 in XSPEC, using the same response

matrix as above, so that the resulting PI spectra (without Poisson

noise added) were convolved as the observed spectrum through the

telescope and detector response. The simulated PI spectra N(E) each

had a total of >9 × 108 counts in PI bins between 0.2 and 3 keV.

We then produced integrated spectra

I (E) =
∫ E

0.2 keV

N (E) dE

/
∫ 3 keV

0.2 keV

N (E) dE,

so that I (0.2 keV) = 0 and I (3 keV) = 1 (the integrated normalized

model is used for the MC simulation as described below). These

C⃝ 2003 RAS, MNRAS 339, 600–606

GRB 011211 の残光X線の輝線探査
最小カイ二乗法 & F検定

Reeves+ 2002

最適化フィルター ＋ MCシミュレーション

Rutledge+ 2003

データ
有意度 99%
有意度 99.9%

0.5 1.0 1.5 (keV)
5本の有意な輝線を検出． 
5本の輝線を加えたモデルの有意度は 
F検定で99.7%．

輝線の存在を仮定せずに探査． 
有意度99%を超えている構造は 
2/5．

輝線の存在を仮定せずに探査 & 観測における統計ゆらぎを考慮するため 
厳しい判定基準．
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検出器の 
エネルギー分解能

分解能の広がりを
持ったガウシアン
でたたみ込み

信号のS/N比を 
最適化

エネルギー軸に適用することで輝線・吸収線 
を最適化．

XISのエネルギー分解能

この操作を各ビンに 
対して行う エネルギー依存性, 

CCDの経年劣化を考慮

1. 連続スペクトルを仮定して10000回乱数を  
振って生成． 

2. 最適化フィルターをかける． 
3. 各データビンのカウント数の分布ができる． 
4. 分布の両端からラインの有意度を判定．

1ビンのばらつき
モンテカルロシミュレーション

黒: 2007年 
赤: 2009年 
青: 2011年 
緑: 2013年

エ
ネ
ル
ギ
ー
分
解
能
 (
eV
)
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日本の第5番目のX線天文衛星 
検出器 
X線CCDカメラXIS: 0.5-10 keV 
硬X線検出器HXD: 10-600 keV

Technical Description 49

Figure 6.2: A Suzaku X-ray telescope.

3. a primary stage for the first X-ray reflection, 4. a secondary stage for the second X-
ray reflection, 5. a base ring for structural integrity and interfacing with the EOB of the
spacecraft. All these components, except the base rings, are constructed in 90� segments.
Four of these quadrants are coupled together by interconnect-couplers and also by the top
and base rings (Fig. 6.2). The telescope housings are made of aluminum for an optimal
strength to mass ratio. Each reflector consists of a substrate also made of aluminum and
an epoxy layer that couples the reflecting gold surface to the substrate.

Including the alignment bars, collimating pieces, screws and washers, couplers, retaining
plates, housing panels and rings, each XRT-I consists of over 4112 mechanically separated
parts. In total, nearly 7000 qualified reflectors were used and over 1 million cm2 of gold
surface was coated.

6.1.1 Reflectors

In shape, each reflector is a 90� segment of a section of a cone. The cone angle is designed
to be the angle of on-axis incidence for the primary stage and 3 times that for the secondary
stage. They are 101.6mm in slant length, with radii extending approximately from 60mm

X線望遠鏡XRT

Technical Description 74

Figure 7.1: A photo of one of the four XIS sensors before installation on the satellite.

2001; Strüder et al., 2001), and Swift XRT (Burrows et al., 2004).

X-ray CCD instruments, including the XIS, are characterized by their flexibility in
operation and possible rapid performance changes on orbit. In particular, micro-meteorite
hits can leave unrecoverable damage to a part of the instrument. The entire imaging area
of the XIS2 was lost in 2005 November and a part of the XIS0 in 2009 June.

Merits The XIS has several advantages over other instruments.

• The XIS is suited to investigate extended emission of low surface brightness for the
following reasons:

– It has a low and stable background environment through a combination of the
low Earth orbit of the satellite and the instrument design.

– It has a large e↵ective area, which is comparable to the EPIC in the Fe K band.
– The energy resolution and gain are well calibrated over the entire chip.

• The XIS is more tolerant regarding pile-up when observing bright sources for the
following reasons:

– The PSF of the XIS is much larger than those of ACIS and EPIC while the
plate scale is comparable. This means a heavy oversampling of the PSF.

– It has a wide range clocking mode options provided as user options.

• Together with the HXD, simultaneous wide-band spectral coverage is available.

XIS

Chapter 8

Hard X-Ray Detector (HXD)

Figure 8.1: The Hard X-ray Detector before installation.

The Hard X-ray Detector (HXD, see Figure 8.1) is a non-imaging, collimated hard
X-ray scintillating instrument sensitive in the ⇠ 10 keV to ⇠ 600 keV band. It has been
developed jointly by the University of Tokyo, Aoyama Gakuin University, Hiroshima Uni-

130

HXD

XISが撮像したイメージ

本研究ではXISを使用．

3 arcmin

5 arcmin
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先行研究

黒: 最適化フィルターを　　
かけたスペクトル 
赤: 2σの有意度領域 
青: 3σの有意度領域 
緑: 4σの有意度領域

Gofford+ 2013

Mrk 766 
He-like, H-like Fe 
の吸収線をF検定で 
99.99%以上の有意
度で検出．

Ark 120 
有意な吸収は
検出されず．

68 J. Gofford et al.

Figure 3. Top panel: ratio plot showing the residuals remaining in the
Fe K band of Ark 120 (OBSID 702014010) once all atomic lines have
been removed and reflection fitted with pexrav. Middle panel: confidence
contours showing deviations from the best-fitting model when the Fe Kα

and Fe Kβ lines have been fitted with reflionx and a narrow Gaus-
sian, respectively. The closed significance contours corresponding (from
outer to inner) to #χ2 improvements of −2.3 (PF = 68 per cent), −4.61
(PF = 90 per cent), −9.21 (PF = 99 per cent), −13.82 (PF = 99.9 per cent)
and −18.42 (PF = 99.99 per cent) relative to the best-fitting continuum
model are shown in red, green, blue, cyan and magenta, respectively. The
magenta contours in the middle panel indicate that the broad emission resid-
ual is significant at the >99.99 per cent level and that an additional com-
ponent is required in the model. Bottom panel: the remaining confidence
contours once the broad profile has been fitted. The broad residua are no
longer detected but an additional Fe XXVI emission line is present at E ∼
6.97 keV which is significant at >99 per cent. In all panels the dashed verti-
cal lines indicate the expected rest-frame energies of (from left to right) the
Fe Kα fluorescence line, Fe XXV Heα and Fe XXVI Lyα, respectively.

this sample are included in Figs B1 and B2 in Appendix B, in the
online supporting information. We note that the #χ2 of individual
lines and their corresponding significances according to the F-test
as listed in Table 2 are taken from a direct spectral fitting of the
line profiles themselves, and are not determined directly from the
contour plots.

It is also important to note that while we use the F-test as a
rough initial gauger of the significance of any line-like profiles in
the Fe K band we do not claim to robustly detect any absorption
lines based solely on their measured #χ2 and corresponding F-test

Figure 4. Top panel: as in the case of Fig. 3, but this time for Mrk 766
(OBSID 701035020). Bottom panel: as in the corresponding panel of Fig. 3.
There are no ionized emission lines required in Mrk 766; however, two
highly significant (each required at PF > 99.99 per cent) absorption profiles
are clearly detected. The energy of these lines is consistent with Fe XXV Heα
and Fe XXVI Lyα, respectively, outflowing at vout ∼ 6000 km s−1.

significances. Indeed, as has been pointed out by numerous authors
in the literature (e.g. Protassov et al. 2002; Porquet et al. 2004;
Markowitz, Reeves & Braito 2006; T10A) the F-test alone might
not be an adequate statistical test to determine the detection signifi-
cance of atomic lines in complex spectral models as it neither takes
into account the number of energy resolution bins over a given
energy range, nor the expected energy of a given atomic line. In
cases where there is no a priori justification for expecting a spectral
line at a particular energy and the line search is done over what
is essentially an arbitrary energy range, as is often the case when
dealing with strongly blue-shifted absorption lines, the F-test can
somewhat overpredict the detection probability and when compared
to extensive simulations. For these reasons all suspected absorption
lines which have an F-test significance of PF > 99 per cent were
followed up with extensive Monte Carlo simulations which allows
their detection significance to be assessed against random fluctua-
tions and photon noise in the spectrum.

4.4 Monte Carlo simulations

Such Monte Carlo simulations have been used extensively in the
literature to overcome the limitations of the F-test (e.g. Porquet
et al. 2004; Markowitz et al. 2006; Miniutti & Fabian 2006; T10A;
T10B) and enable the statistical significance of a spectral line to be
robustly determined independently of spectral noise and detector
effects. The method of Monte Carlo simulation we used follows the
same process which was first outlined by Porquet et al. (2004), and
is almost identical to that used by T10A. The process was carried
out with the following steps.
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Mrk 766 
He-like, H-like Fe 
の吸収線をF検定で 
99.99%以上の有意
度で検出．

Ark 120 
有意な吸収は
検出されず．

68 J. Gofford et al.

Figure 3. Top panel: ratio plot showing the residuals remaining in the
Fe K band of Ark 120 (OBSID 702014010) once all atomic lines have
been removed and reflection fitted with pexrav. Middle panel: confidence
contours showing deviations from the best-fitting model when the Fe Kα

and Fe Kβ lines have been fitted with reflionx and a narrow Gaus-
sian, respectively. The closed significance contours corresponding (from
outer to inner) to #χ2 improvements of −2.3 (PF = 68 per cent), −4.61
(PF = 90 per cent), −9.21 (PF = 99 per cent), −13.82 (PF = 99.9 per cent)
and −18.42 (PF = 99.99 per cent) relative to the best-fitting continuum
model are shown in red, green, blue, cyan and magenta, respectively. The
magenta contours in the middle panel indicate that the broad emission resid-
ual is significant at the >99.99 per cent level and that an additional com-
ponent is required in the model. Bottom panel: the remaining confidence
contours once the broad profile has been fitted. The broad residua are no
longer detected but an additional Fe XXVI emission line is present at E ∼
6.97 keV which is significant at >99 per cent. In all panels the dashed verti-
cal lines indicate the expected rest-frame energies of (from left to right) the
Fe Kα fluorescence line, Fe XXV Heα and Fe XXVI Lyα, respectively.

this sample are included in Figs B1 and B2 in Appendix B, in the
online supporting information. We note that the #χ2 of individual
lines and their corresponding significances according to the F-test
as listed in Table 2 are taken from a direct spectral fitting of the
line profiles themselves, and are not determined directly from the
contour plots.

It is also important to note that while we use the F-test as a
rough initial gauger of the significance of any line-like profiles in
the Fe K band we do not claim to robustly detect any absorption
lines based solely on their measured #χ2 and corresponding F-test

Figure 4. Top panel: as in the case of Fig. 3, but this time for Mrk 766
(OBSID 701035020). Bottom panel: as in the corresponding panel of Fig. 3.
There are no ionized emission lines required in Mrk 766; however, two
highly significant (each required at PF > 99.99 per cent) absorption profiles
are clearly detected. The energy of these lines is consistent with Fe XXV Heα
and Fe XXVI Lyα, respectively, outflowing at vout ∼ 6000 km s−1.

significances. Indeed, as has been pointed out by numerous authors
in the literature (e.g. Protassov et al. 2002; Porquet et al. 2004;
Markowitz, Reeves & Braito 2006; T10A) the F-test alone might
not be an adequate statistical test to determine the detection signifi-
cance of atomic lines in complex spectral models as it neither takes
into account the number of energy resolution bins over a given
energy range, nor the expected energy of a given atomic line. In
cases where there is no a priori justification for expecting a spectral
line at a particular energy and the line search is done over what
is essentially an arbitrary energy range, as is often the case when
dealing with strongly blue-shifted absorption lines, the F-test can
somewhat overpredict the detection probability and when compared
to extensive simulations. For these reasons all suspected absorption
lines which have an F-test significance of PF > 99 per cent were
followed up with extensive Monte Carlo simulations which allows
their detection significance to be assessed against random fluctua-
tions and photon noise in the spectrum.

4.4 Monte Carlo simulations

Such Monte Carlo simulations have been used extensively in the
literature to overcome the limitations of the F-test (e.g. Porquet
et al. 2004; Markowitz et al. 2006; Miniutti & Fabian 2006; T10A;
T10B) and enable the statistical significance of a spectral line to be
robustly determined independently of spectral noise and detector
effects. The method of Monte Carlo simulation we used follows the
same process which was first outlined by Porquet et al. (2004), and
is almost identical to that used by T10A. The process was carried
out with the following steps.
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He-like >4σ=99.994%
H-like ~4σ

黒: 最適化フィルターを　　
かけたスペクトル 
赤: 2σの有意度領域 
青: 3σの有意度領域 
緑: 4σの有意度領域

先行研究に矛盾しない結果が得られた．
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1 Overview: Strongly Magnetized Neutron Stars

1.1 Introduction
Since their discovery, neutron stars (NSs) have excited a broad range of interests not only in
the astrophysical context, but also in terms of fundamental physics: for example, confirma-
tion of the existence of gravitational waves [138], high-density nuclear matter inside NSs [83],
and high-magnetic field e↵ects around these enigmatic objects [51]. Since NSs are character-
ized by extreme conditions, such as dense matter, rapid rotation, and high magnetic field, they
have proved to be ideal laboratories to test fundamental physics, which cannot be achieved by
ground-based experiments. Even 45 years into their discovery, space-based observations are
becoming more important in understanding the growing diversity of these enigmatic objects.
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Figure 1: The P-Ṗ diagram of pulsars shown
with lines of constant dipole magnetic field, B, and
spin-down age (⌧c=

P
2 Ṗ ). The black dots show the

majority of radio-discovered pulsars believed to be
rotation-powered, and the red circles show the X-ray
or gamma-ray discovered magnetars addressed in this
white paper (see §1.1). Source: ATNF pulsar catalog.

Recent multi-wavelength observations from
radio to the highest energy gamma-rays have
revealed a remarkable diversity of NSs [66].
Figure 1 shows the distribution of known pul-
sars based on their measured spin (P) and spin-
down (Ṗ) properties. So far over ⇠1700 pul-
sars have been discovered in the radio and most
of them are thought to be powered by their
rotational energy (i.e. Rotation Powered Pul-
sars; RPPs). Their magnetic field is usually in-
ferred from their spin properties1, in the 1011–
1013 Gauss (1 Tesla = 104 Gauss). In addi-
tion some accretion-powered pulsars show X-
ray “Cyclotron Resonance Scattering Features”
allowing us to estimate the magnetic field of
the neutron star, see §1.2 and §2.2. On the
other hand, Soft Gamma-ray Repeaters (SGRs)
and Anomalous X-ray Pulsars (AXPs) have be-
come a rapidly growing new subclass with much
higher magnetic fields, B ⇠ 1014

� 1015 Gauss
and dubbed as “magnetars”. Unlike for rotation-
powered or accretion-powered pulsars, the bulk
of their X-ray emission appears to be powered
by their super-strong magnetic fields. The grow-

ing diversity of NSs includes the Rotating Radio Transients (RRATs), X-ray Dim Isolated NSs
(XDINSs), and Central Compact Object (CCOs). Understanding the connection between these
classes remains one of the most important questions in this field; multi-wavelength observa-
tions continue to provide clues on their nature, emission mechanisms and physical properties.
A unified understanding requires a better understanding of their birth environment, evolution-
ary path, and interaction with their (binary, if applicable) environment.

In this White Paper, we focus on highly magnetized NSs with magnetic fields B > 1012 Gauss.
These include magnetars (§1.3, §3) as well as accreting pulsars (§1.2, §2). The latter are
mostly found in High Mass X-ray Binaries (HMXBs). NS with relatively weaker fields (B 

1The pulsar’s dipole surface magnetic field is estimated as Bs (Gauss) ⇡3.2⇥1019(P/Ṗ)1/2 where P is in sec.

3

マグネター

中性子星の一種 (R~10 km, M~M太陽) 
P~2-12 s, dP/dt 大 
磁気エネルギーを放射源とする 
比較的若い (<10万年) 
磁場 B = 10     G = 10    T 
B > 4.4x10  G (臨界磁場)より，QED 
の高次の摂動を無視できなくなる．

dP/dt

周期 P (s)

マグネター

13-15 9-11

例: 光子の分裂

13

ASTRO-H White Paper

B > 4.4x10  G
13

� � � + �
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サイクロトロン共鳴線

9

ωc =
qB
m

磁場中の荷電粒子の角振動数

電子, 陽子のランダウ準位の間隔

(電子)

(陽子)

星の表面磁場を測定できる重要な手がかり． 
連星を成す中性子星(B~10  G)の17天体で観測.  
n=2,3,...の高調波成分が現れる場合もある．

No. 1, 1999 SANTANGELO ET AL. L87

Fig. 3.—The 9–100 keV spectrum of X0115!63 observed by BeppoSAX
in the descending edge of the main peak. Count rate spectra from the HPGSPC
and PDS, together with the best-fit model, which includes the NPEX contin-
uum, and three absorption features are shown in the upper panel. The lower
panel shows the residuals in units of j revealing evidence for an absorption
feature at ∼48 keV.

Fig. 4.—Unfolded spectrum of the descending edge of the main peak of
X0115!63.

TABLE 1
Best-Fit Spectral Parametersa

Value

Parameter NPEX Cutoff Power Law

a1 . . . . . . . . . . . . . . 1.37 ! 0.05 1.3 ! 0.05
a2 . . . . . . . . . . . . . . 0.41 ! 0.05 )
kT (keV) . . . . . . . 11.0 ! 0.05 17.4 ! 0.5
E (keV) . . . . . .cyc
1 12.74 ! 0.08 12.78 ! 0.08

j1 (keV) . . . . . . . . 1.34 ! 0.25 1.52 ! 0.14
D1 . . . . . . . . . . . . . . 0.21 ! 0.04 0.23 ! 0.02
EW1 . . . . . . . . . . . . 0.75 ! 0.04 0.87 ! 0.07
E (keV) . . . . . .cyc
2 24.16 ! 0.07 24.0 ! 0.07

j2 (keV) . . . . . . . . 2.11 ! 0.18 1.94 ! 0.11
D2 . . . . . . . . . . . . . . 0.52 ! 0.02 0.50 ! 0.02
EW2 . . . . . . . . . . . . 2.7 ! 0.07 2.4 ! 0.1
E (keV) . . . . . .cyc
3 35.74 ! 0.35 36.00 ! 0.35

j3 (keV) . . . . . . . . 2.53 ! 0.5 1.98 ! 0.4
D3 . . . . . . . . . . . . . . 0.46 ! 0.04 0.43 ! 0.04
EW3 . . . . . . . . . . . . 2.8 ! 0.4 2.13 ! 0.3
E (keV) . . . . . .cyc
4 49.5 ! 1.2 49.8 ! 1.4

j4 (keV) . . . . . . . . 6.3 ! 2.3 4.8 ! 2.0
D4 . . . . . . . . . . . . . . 0.35 ! 0.06 0.3 ! 0.06
EW4 . . . . . . . . . . . . 5.2 ! 1.0 3.4 ! 1.0

(dof) . . . . . . .2xdof 1.24 (262) 1.34 (262)
a Uncertainties at 90% confidence level for a single

parameter.

and (2) a power law with a"a !a1 2(AE ! BE ) exp ("E/kT )
high-energy cutoff, . Here f(E) is the"af (E) = AE exp ("E/kT )
photon flux, kT is the e-folding energy, and a is the photon
index. Independent of the continuum model used, at least three
absorption-like features were required in the fit. These features
were introduced in the model(s) as Gaussian filters in absorp-
tion, i.e., , wherecyc 2 2G (E) = 1" D exp ["(E" E ) /(2j )]i i i i

, ji, and Di are the centroid energy, width, and depth ofcycEi
each feature. Introducing the third absorption feature at
∼38 keV (in addition to the first two harmonics at ∼12 and 24
keV) led to a pronounced improvement in the fit, with the
reduced decreasing from 2.5 (268 degrees of freedom [dof])2xdof
to 1.7 (265 dof) in the case of the NPEX model. An F-test
shows that the probability of chance improvement is ∼10"21.
The HPGSPC and PDS count spectra of the descending edge

of the main peak (pulse phase 0.2–0.3) together with the best-
fit model described above are shown in Figure 3 (upper panel):
an additional feature centered around ∼48 keV is clearly ap-
parent in the residuals of both the HPGSPC and PDS spectra
(Fig. 3, bottom panel). This prompted us to introduce a fourth
absorption feature, G4, in the model; the minimum de-2xdof
creased to 1.24 (262 dof, NPEX continuum), corresponding to
an F-test probability of chance improvement of ∼10"15. Fig-
ure 4 shows the unfolded spectrum of X0115!63. Best-fit
parameters and equivalent widths are summarized in Table 1.
In the same table, best-fit parameters obtained by using the
power law with an exponential cutoff are also given.
We also performed a fit with all the line centroids constrained

to an integer harmonic spacing. The resulting minimum is2xdof
1.58 (259 dof) for the NPEX model and 1.67 (259 dof) for the
power-law plus cutoff model. An F-test gives a probability of

chance improvement for the models with nonconstrained line
centroids less than 10"10 in both cases.
A preliminary analysis of the spectra from other phase in-

tervals also shows significant variations of the line features
with the pulse phase confirming previous findings from Ginga
and RXTE (Heindl et al. 1999; Nagase et al. 1991). Variations
up to 10% in centroid energy are observed. Three lines are

Santangelo+ 1999

En = 11.6n

�
B

1012 G

�
keV

En = 0.63n

�
B

1014 G

�
keV

n=1
2

3
4

マグネター(B~10  G)では，~2000倍重い陽子のサイクロトロン共鳴が 
X線領域で起こることが予想されるが，確かな報告例は少ない．

12

14

X0115+63

パルス(自転)位相に依存，広がった吸収線．
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「すざく」による観測

10

XIS HXD

4回

2回

検出器応答のかかっていないスペクトル

観測間でスペクトルの
変化は見られない．

4U 0142+61

1RXS J1708-4009

天体名 双極子磁場 (G) 観測開始 観測時間 (ks) カウントレート (c/s)

4U 0142+61 1.3 � 1014 2007-08-13 04:04:13 99.6 7.789 ± 0.010

2009-08-12 01:41:15 107.3 7.342 ± 0.009

2011-09-07 15:43:32 38.5 8.451 ± 0.015

2013-07-31 10:05:39 101.1 8.107 ± 0.010

1RXS J1708-4009 4.7 � 1014 2009-08-23 16:25:08 60.8 1.767 ± 0.006

2010-09-27 14:41:52 62.7 1.608 ± 0.006
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位相平均スペクトルへの適用
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位相平均スペクトルへの適用
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位相平均スペクトルへの適用
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マグネターではパルス位相による変動もあるため， 
位相平均スペクトルだけでは判断できない．
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位相分けスペクトルへの適用
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4U 0142+61 1RXS J1708-4009

パルス周期(自転周期)を求め、周期で畳み込んだライトカーブを作成 
0.2 PHASEごとにイベントを切り出してスペクトルを解析

パラメータの変動スペクトル抽出
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位相分けスペクトルへの適用
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4U 0142+61
✦PHASE 0-0.2 ✦PHASE 0.2-0.4 ✦PHASE 0.4-0.6

✦PHASE 0.6-0.8 ✦PHASE 0.8-1.0
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位相分けスペクトルへの適用
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1RXS J1708-4009
✦PHASE 0-0.2 ✦PHASE 0.2-0.4 ✦PHASE 0.4-0.6

✦PHASE 0.6-0.8 ✦PHASE 0.8-1.0
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位相分けスペクトルへの適用
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1RXS J1708-4009
✦PHASE 0-0.2 ✦PHASE 0.2-0.4 ✦PHASE 0.4-0.6

✦PHASE 0.6-0.8 ✦PHASE 0.8-1.0位相に依存する輝線・吸収線は存在せず． 
   ➡ サイクロトロン吸収線は検出されなかったと判断．
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考察

サイクロトロン共鳴線が検出されなかった原因を考察する． 

1.吸収線の強度がXISの検出限界を下回っていた．あるいは， 
有意に広がっていた． 

2.吸収線がXISの観測領域 (0.5-10 keV) から外れていた． 

3.物理的な制限がはたらいた．

18
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考察1: 輝線・吸収線の上限値

検出されるまで強度を変えながら繰り返す

方法…連続成分にラインを加えたモデルのモンテカルロシミュレーションを 
行い，分布を比較する．

検出可能 検出可能

輝線 吸収線
4U 0142+61の上限値(観測時間10万秒，有意度4σ)

幅0eV

幅200eV
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考察2: 双極子磁場と表面磁場
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Tiengo+ 2013

SGR 0142+5279
双極子磁場: 6x10^12 G 
Eline ~ 2 keV 
-> 3.2x10^14 G (Bdの~50倍)

SWIFT J1822.3-1606
双極子磁場: 3x10^13 G 
Eline ~ 10 keV 
-> 3.2x10^14 G (Bdの10-50倍)

吸収線から求まる磁場はdP/dtの磁場より1桁以上大きい．  
(吸収線は双極子磁場+表面磁場を反映?) 
今回の観測にも当てはまるとすると，XISの帯域を超える．

SGR 0142+5279の位相分けスペクトル

弱磁場マグネターから2例の陽子サイクロトロン吸収線．
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考察3: 理論からの予測

21

20
03
MN
RA
S.
33
8.
.2
33
H

真空偏極なし

真空偏極あり

真空偏極+ 
偏光モード変換

(Ho & Lai 2003)

真空偏極やX線偏光のモード変
換の効果で，高エネルギー側
の光子が削減されて吸収線の
等価幅が減少する．(Ho & Lai 2003)
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まとめ

過去にガンマ線バーストの残光X線における輝線探査に用いられてきた，

「最適化フィルターを用いたモンテカルロシミュレーション」の手法を「す

ざく」のデータに適用． 

AGN のアウトフローの吸収に適用し，吸収線を先行研究に矛盾なく検出

できることを確認． 

同様の手法をマグネターのスペクトルに適用したが，時間平均，位相分け

スペクトルのいずれからも有意な輝線・吸収線は検出されなかった． 

「すざく」における観測の上限値を定めることに成功した． 

来月打ち上げ予定のASTRO-H衛星による超精密分光観測，X線偏光観測に

期待．

22





2016.1.25

中性子星

24

太陽質量の8倍以上の恒星が重力崩壊型の 
超新星爆発をしてできる． 

中性子の縮退圧で保っている． 

質量は太陽程度だが、半径は10 km程度→ 高密度 

回転周期は1 ms～30 s→ 高速回転 

強磁場(B > 10   G)11

かに星雲

パルサー
©JAXA

中性子星内部の構造 
『宇宙物理学』より
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吸収が発見された例(4U 0142+61)

25

4U 0142+61(Gavriil+ 2007)

• RXTE, 2007年2月のバースト後
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FIGURE 2. Burst spectra of all AXP bursts with significant
emission lines as observed by RXTE. (1A) Burst spectrum of
4U 0142+61 burst 6. The dotted line indicates the continuum
(blackbody) component of the best fit model. 1B: Residuals af-
ter subtracting the continuum component of the best fit model.
2A and 2B: Same but for burst 4 of XTE J1810–197 [see 5].
3A and 3B: Same, but for burst 3 of 1E 1048.1–5937 [see 10].
4A and 4B: Same, but for burst 1 of 1E 1048.1–5937 [see 3].

following the large 2007 February burst.

DISCUSSION

We have discovered six bursts from AXP 4U 0142+61.
These bursts all occurred between 2006 April and 2007
February, and were the only ones ever observed from

FIGURE 3. Dynamic spectrum of burst 6. The wedge indi-
cates the number of counts as a function of time and energy.
Notice how at later times the contribution of the features at
∼4 keV and ∼8 keV exceed that of the 14 keV feature.

FIGURE 4. RMS and area pulsed flux within the observa-
tions containing bursts. Each column corresponds to one ob-
servation. In each column we have, descending vertically, the
1-s resolution lightcurve with the bursts indicated, the 2–4 keV
RMS pulsed flux, the 2–4 keV area pulsed flux, the 4–20 keV
RMS pulsed flux, and the 4–20 keV area pulsed flux. The dotted
line in each of the pulsed flux plots shows the average of the
pulsed fluxes obtained after segmenting and analyzing the time
series of the observation immediately prior to the one shown.

this source in ∼10 years of monitoring. After the first
burst 4U 0142+61 exhibited a timing anomaly and pulse
profile variations (Gavriil, Dib, & Kaspi in preparation).
Together with the short-term pulsed flux increase, the
simultaneity of all these phenomena clearly identifies
4U 0142+61 as the origin of the bursts.
Woods et al. [5] first argued that there appear to be

two classes of magnetar bursts. Type A bursts are short,
symmetric, and occur uniformly in pulse phase. Type B
bursts have long tails, thermal spectra, and occur prefer-

(keV)4 8 16

~4, ~8, ~14 keV に3つの吸収線 
らしき構造が見つかった 
一番大きな ~14 keV が本物だと 
すると、共鳴線から求まる磁場は

B=2.2x10^15 G (proton RCF) 
B=1.2x10^12 G (electron RCF)
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1RXS J1708-4009 (Rea+ 2003)
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Fig. 1.—BeppoSAX/MECS light curves of 1RXS J170849!400910 folded at
the best spin period (two pulse cycles are shown) for six energy bands: (a) 0.1–
2 keV, (b) 2–3 keV, (c) 3–4 keV, (d) 4–5 keV, (e) 5–6 keV, and (f) 6–10 keV.
The vertical lines mark the phase interval in which the absorption-like feature
was detected. The data in Figs. 1–3 are from the 2001 BeppoSAX observation.

TABLE 1
Best-Fit Spectral Parameters from Selected Pulse-Phase Intervalsa

Parameters

Phase Intervals

0.4–0.58 0.84–1.0 0.26–0.4

NH (#1022 cm!2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1.38 ! 0.01 1.1 ! 0.1 1.6 ! 0.3
G . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2.6 ! 0.1 2.0 ! 0.1 2.9 ! 0.1
Power-law flux (#10!11 ergs cm s ) . . . . . .!2 !1 21 8.3 24.8
kTbb (keV) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.46 ! 0.01 0.46 ! 0.02 0.42 ! 0.01
Blackbody flux (#10!11 ergs cm s ) . . . . . .!2 !1 9.1 5.1 6.1
Rbb ( kpc; km) . . . . . . . . . . . . . . . . . . . . . . . . . . .d p 5 6.7 ! 0.4 5.0 ! 0.6 7.2 ! 0.6
Ecyclabs (keV) 8.1 ! 0.1 … …
Line width (keV) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.2 ! 0.1 … …
Line depth (keV) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.8 ! 0.4 … …
x2/dof . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1.09 1.01 0.98
Flux (#10!11 ergs cm s ) . . . . . . . . . . . . . . . . . .!2 !1 30.0 7.3 7.2

a That showing a feature at ∼8.1 keV (0.4–0.58) and those characterized by the lowest and
the highest power-law photon indexes G (see also Fig. 3). All fluxes are unabsorbed and calculated
in 0.5–10 keV range; uncertainties are at a 90% confidence level.

tremes of the spectral range given above were further rebinned
so as to have at least 20 source events per bin (such thatminimum
x2 techniques could be reliably used in spectral fitting).
The spectra were well fitted with an absorbed blackbody

plus a power-law model (see Table 1). The best fit of the phase-
average spectrum gave a reduced of 0.95 for 298 degrees2x
of freedom (dof) for the following parameters: a column density
of cm , a blackbody temperature22 !2N p (1.36! 0.06)# 10H
of keV (with a blackbody radius of Rbb pkT p 0.44! 0.01bb

km, assuming a distance of 5 kpc), and a photon6.6! 0.4
index of (all error bars in the text are 90%G p 2.40! 0.06

confidence levels). The unabsorbed flux in the 0.5–10 keV
range was ergs cm s corresponding to a lu-!10 !2 !11.87# 10
minosity of ergs s (for a distance of 5 kpc). In35 !15.6# 10
the 0.5–10 keV band, the blackbody component accounts for
∼30% of the total unabsorbed flux. We also tried other com-
binations of spectral models (a cutoff power-law plus black-
body model or a model with two blackbodies with different
temperatures), but they all produced larger reduced -values.2x

3.2. Pulse-Phase Spectroscopy

For zero phase, we adopt the minimum of the pulse profile
in the 0.2–3 keV folded light curve (see Fig. 1). In order to
carry out pulse-phase spectroscopy, we accumulated spectra in
six different phase intervals. The boundaries of these (0.0, 0.26,
0.4, 0.58, 0.7, 0.84, and 1.0) were designed so as to sample
separately the minimum, rising, maximum, and decaying part
of the pulse profile, while maintaining sufficiently good sta-
tistics for a detailed spectral study (see results in Table 1 and
Figs. 2, 3, and 4). A significant variation of the spectral pa-
rameters with pulse phase was clearly seen (especially for G
and Rbb; see Fig. 2 and see also Israel et al. 2001). In all intervals
but one, an acceptable fit was obtained with the absorbed
power-law plus blackbody model (with a reduced in the2x
0.8–1.1 range); a reduced of 1.2 was instead obtained in2x
the 0.4–0.58 phase interval. Specifically, the data were syste-
matically below the best-fit model in the ∼7.8–8.4 keV range
(see Fig. 4b). We tried to fit three different models: a Gaussian,
an absorption edge, and a cyclotron feature. While the inclusion
of a Gaussian or an absorption edge did not lead to a significant
improvement of the fit, the cyclotron model (CYCLABS in the
XSPEC package; see Mihara et al. 1990 for details) led to a
reduced x2 of 1.1 for 86 dof, corresponding to an F-test prob-
ability of (3.1 j).!33# 10
In order to improve the statistics, we added in phase the spectra

from the 1999 BeppoSAX observation of the source (Israel et al.
2001), increasing the total exposure time to ∼250 ks. For this,
we used the pulse-period determination from the timing solution
of a 4 yr long RXTE monitoring (Kaspi et al. 2000).8 The de-
termination of the zero phase was done again by using the pulse-
profile minimum in the 0.3–2 keV energy range (note that no
significant shape difference was found with respect to the 2001

8 Note that for the 2001 data set, we could not use the post-“glitch” timing
of Graviil & Kaspi (2002) since the period extrapolated from their parameters
differs significantly from that derived here ( s).!3DP ! 1.5# 10

0.1-2 keV

4-5 keV

2-3 keV

3-4 keV

5-6 keV

6-10 keV

0.4-0.58

No. 1, 2003 REA ET AL. L67

Fig. 2.—Spectral parameter variability from pulse-phase spectroscopy using
an absorbed blackbody plus power-law model. The filled squares represent the
spectral parameters after the addition of a cyclotron line in the 0.4–0.58 phase
interval. Note that the relevant points are slightly shifted in phase for clarity.
The error bars are 1 j.

Fig. 3.—LECS and MECS spectra in the two phase intervals characterized
by the highest and lowest value of the power-law photon index G (see also
Table 1).

Fig. 4.—MECS and LECS spectra from the 0.4–0.58 phase interval fitted
with the “standard model” (the sum of a blackbody and power law with
absorption) plus a cyclotron line. Residuals are relative to the standard model
alone in order to emphasize the absorption-like feature at ∼8.1 keV: (a) the
BeppoSAX observations merged together; (b) the 2001 observation alone; and
(c) the phase intervals contiguous to that showing the cyclotron absorption
feature in the merged observations.

observation). We estimate that our procedure can introduce an
uncertainty of up to 0.01 in the phasing of the two observations,
which is negligible for the aims of our study.
For each of the six phase intervals, a spectrum was summed

together with the corresponding spectrum from the 2001 ob-
servation. The spectral analysis was then repeated. In the
MECS and LECS spectra from the 0.4–0.58 phase interval, the
inclusion of a Gaussian ( keV, keV, andE p 8.3 j p 0.4G

) and an absorption edge ( keV, , and2x p 1.1 E p 7.7 t p 0.4e

) to fit the feature at ∼8.1 keV resulted in an improve-2x p 0.9
ment of the x2, which converted to a single-trialF-test probability
of 0.18 (∼1 j) and (∼3.7 j), respectively. A much!44# 10
more significant improvement was obtained by adding instead
a resonant cyclotron feature (RCF) model; the F-test probability
in this case was , corresponding to a single-trial sig-!51.8# 10
nificance of 4.5 j or 4 j after correction for the number of trial
spectra that we analyzed (see Fig. 4 and Table 1).

4. DISCUSSION

During a BeppoSAX study of 1RXS J170849!400910, we
discovered an absorption-like feature at an energy of ∼8.1 keV
in a pulse-phase interval corresponding to the rising part of the
∼11 s pulse. This feature was best fitted by an RCF model with
a centroid energy of ∼8.1 keV and an equivalent width of
∼460 eV.
The detection of an RCF in a specific pulse-phase interval

and superposed onto an X-ray continuum that varies with the
pulse phase is reminiscent of the behavior seen in standard
accreting pulsars in X-ray binaries (see Wheaton et al. 1979
and Santangelo et al. 1999). If interpreted as an electron res-
onant feature at the base of the accretion column, the feature
at ∼8.1 keV implies a neutron star surface magnetic field of
∼ G (using a gravitational redshift of ). This119.2# 10 z p 0.3
value is just slightly lower than that measured for electronRCFs
in typical accreting X-ray pulsars (see Fig. 5); more interest-
ingly, it is close to that required by models for AXPs that
involve residual disk accretion in the spin-down regime (Mer-

(keV)1 2 5 10

特定の位相に現れる吸収線 
→ 通常連星パルサーでも同様の傾向

σ=0.4 keV 
EW~460 eV

サイクロトロン吸収だとすると、 
B=1.6x10^15 G (proton RCF), 
B=9.2x10^11 G (electron RCF)

(Santangelo+ 1999)

しかし,その後の2003年のXMM-Newton 
の観測では吸収線は発見されず.

(Rea+ 2005)
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実線: σ=0 eV 
点線: σ=100 eV

今回の結果(Suzaku, 2007年)
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March observation with the addition of the 25–250 keV INTEGRAL
spectrum (see Section 3 for further details).

We also find some (not significant) deviations from the best-fitting

model in the lower energy range (see Fig. 3) for the two deepest

observations in 2004. However, we believe these deviations are due

to both remaining calibration issues and/or, possibly, deviations in

the interstellar medium (ISM) abundances from the (assumed) solar

ones (see also Durant & van Kerkwijk 2006a).

We have performed a pulse–phase spectroscopy analysis for all

the observations, but we report below only the two deeper obser-

vations in 2004, because previous XMM–Newton observations gave

consistent results but with a smaller accuracy (see also Göhler et al.

2005) for the pulse phase spectroscopy of the 2003 January obser-

vation).

We have generated 10 phase-resolved spectra for each of the

2004 observations. Phase zero is arbitrarily set close to the start of

the observations (MJD 53065.38674 and MJD 53210.30000 for the

March and July observations, respectively) and with all phase bins of

the same size. The choice of the number of intervals has been made

a priori in order to have enough statistics in each phase-resolved

spectra to detect, at a 3σ confidence level, a cyclotron line with an

equivalent width (EW) >30 eV. This allows us to keep the number

of trials to a minimum in case evidence for a cyclotron line is found.

The absorbed blackbody plus power-law model provides an ex-

cellent fits for all the 10 pulse phase-resolved spectra in both obser-

vations, either when leaving NH free (see the second, third and fourth

panels from top in Fig. 5) or when fixing it to the value obtained

from the phase-averaged analysis (see last two panels in Fig. 5). In

all the observations there is a similar spectral variability with phase,

hence we show in Fig. 5 only the longer 2004 March observation.

The phase-dependent photon index (as obtained from the fits with

fixed absorption, see last panel of Fig. 5) shows deviations from a

constant value with a significance of about 4σ , while the blackbody

temperature shows a 3.3σ variability. The blackbody temperature

seems to vary with phase in anticorrelation with the photon index, as

also suggested by Patel et al. (2003). Note that Göhler et al. (2005)

did not detect any phase-resolved blackbody temperature variability

because of the much lower number of counts.

However, it should be noted that the NH value we obtain from this

modelling might be overestimated, since a lower value was found

from fitting the ISM edges directly in the RGS data (Durant & van

Kerkwijk 2006a) and by using other more physical, although yet

less common, models (see Section 3 and Rea et al. 2007a).

No spectral features are detected in the phase-averaged and phase-

resolved spectra of both the pn and RGS data (see also Juett et al.

2002, for the Chandra grating upper limits) of the two 2004 deep

observations. In Table 2 we report the 3σ upper limits of the EW

of a Gaussian line with σ line = 0 (narrower than the pn instrumen-

tal energy resolution) and σ line = 100 eV. These are the deepest

upper limits to date on the presence of lines in the spectra of an

AXP. So far, the only evidence for an absorption line in an AXP,

detected at a significance of ∼3σ , was discovered by BeppoSAX
(Rea et al. 2003; but see also Rea et al. 2005, 2007c) in an ob-

servation of the AXP 1RXS J170849.0−400910. This absorption

line, tentatively interpreted as due to resonant cyclotron scatter-

ing, was observed at an energy of 8.1 keV, with a width of 0.2 keV

and an EW of 0.8 keV. For 1RXS J170849.0−400910, the absorp-

tion line was observed when the source had a peculiar high X-ray

flux and hard spectrum, while was not detectable during a subse-

quent observation (two years later) when 1RXS J170849.0−400910

was found at a lower flux level and with a softer X-ray spec-

trum (Rea et al. 2005, 2007c). Comparing our upper limits on the

Figure 5. Top panel reports on the 0.3–10 keV pulse profile for the 2004

March observation. From top to bottom: second, third and fourth panels

report on the spectral parameters of the pulse phase spectroscopy analysis

for the 4U 0142+614 2004 March observations (see also Section 2.2) with

the absorption parameter NH free to vary. Last two panels correspond to

phase-resolved spectral parameters with fixed NH = 1 × 1022 cm−2. Vertical

dashed line is at phase 0.5 for clarity.

Table 2. 3σ upper limits on the EW of a Gaussian line with width σ line =

0 (narrower than the pn instrumental energy resolution) and 100 eV, derived

from the 2004 March XMM–Newton spectrum of 4U 0142+614.

Energy range (keV) σ line = 0 (eV) σ line = 100 (eV)

1–2 <4 <9

2–3 <4 <7

3–4 <12 <19

4–5 <16 <21

5–6 <25 <37

6–7 <46 <51

7–8 <88 <124

8–9 <405 <416

9–10 <527 <789

presence of lines in the spectrum of 4U 0142+614 (Table 2) with

the 1RXS J170849.0−400910 line properties (Rea et al. 2003), we

could have easily detected in the 4U 0142+614 0.3–9 keV spec-

trum any absorption or emission line with the same width and EW

as observed in 1RXS J170849.0−400910.

3 M U LT I BA N D S P E C T R A L M O D E L L I N G

The 4U 0142+614 X-ray spectrum has been discovered to have

a hard X-ray component (Kuiper et al. 2006; den Hartog et al.

C⃝ 2007 The Authors. Journal compilation C⃝ 2007 RAS, MNRAS 381, 293–300

XMM-Newton, 2004年, MC  
(Rea+ 2007)
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Fig. 4.—Upper bounds on the EWs of narrow lines with FWHMs com-
parable to the instrument resolution, 0.023 Å (0.012 Å), for MEG (HEG). We
assumed that candidate features are only 2 bins wide. One may derive limits
on broad features using these curves until the scale of the feature becomes
comparable to that of the instrument calibration uncertainties. Limits on ab-
sorption lines are identical when there are !25 counts bin"1 but are syste-
matically larger for "25 counts bin"1.

overestimation of the temperature and thus an underestimation
of the radius when fitted by a standard blackbody (see, e.g.,
Perna et al. 2001 and references therein). The best-fit hydrogen
column density of cm is consistent21 "2(0.88! 0.13)# 10
with estimates derived from radio and optical studies (Dickey
& Lockman 1990; Hulleman et al. 2000). Distance estimates
from extinction measurements for 4U 0142!61 range from 1
to 5 kpc because of the line of sight passing through the edge
of a local (!1 kpc) molecular cloud. When including effects
of the molecular cloud, a lower limit of 1 kpc is determined,
whereas when neglecting the molecular cloud, a lower limit of
2.7 kpc is obtained (Özel et al. 2001). Normalizing the distance
to 1 kpc, we find a luminosity (0.5–10 keV) of 5.3 #
1034 ergs s that is consistent with past measurements from2 "1d kpc
ASCA and BeppoSAX.
No significant discrete features were found in the high-

resolution spectrum. We can place a limit on the EW of any

narrow feature of ≈10 eV in the range 4.1–17.7 Å (0.7–3.0 keV)
and ≈50 eV for broad features in the range 2.5–13 Å (0.95–
5.0 keV). The limits on the EW of any absorption feature place
strong constraints on the neutron star atmosphere models. At-
mosphere models of ultramagnetized neutron stars predict a
broad proton cyclotron absorption feature at an energy E pB

keV, where is the grav-14 2 1/20.63y (B/10 G) y p (1" 2GM/c R)g g

itational redshift factor and B is the surface magnetic field
strength (Ho & Lai 2001; Zane et al. 2001). If we assume that
magnetic dipole radiation drives the spin-down, the magnetic
field strength found using P and ( ) is G2 14˙ ˙P B ∝ PP 1.3# 10
(Gavriil & Kaspi 2002). A dipole field produces a cyclotron
absorption feature consistent with a surface magnetic field
strength 20%–30% lower (Zane et al. 2001). For 4U 0142!61,
the dipole field of G would give a cyclotron ab-141.3# 10
sorption feature at ≈0.5 keV, which is well outside of the range
accessible to our observation.
Initial theoretical work predicted a proton cyclotron absorp-

tion feature of (Ho & Lai 2001; Zane etEW p 0.70–0.75EB
al. 2001), which is much greater than the EW limits in the
0.95–5.0 keV range. If we take , the above energy rangey ∼ 0.8g

corresponds to magnetic field strengths of G.14(1.9–9.8)# 10
More recent work has shown that vacuum polarization effects
strongly suppress the cyclotron absorption feature, giving EWs
an order of magnitude lower (Ho & Lai 2002). It should also
be noted that the theoretical calculations of the EW of the
cyclotron feature were done for a local patch of the neutron
star surface. A phase-averaged spectrum, like the one we are
using, would include contributions from various magnetic field
strengths, directions, and effective temperatures, which would
further suppress the cyclotron feature. The combination of these
effects may reduce the predicted EWs to below our measured
values for much of the spectral range we studied.
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program to this observation. We also thank Wynn C. G. Ho,
Dong Lai, Feryal Özel, Dimitrios Psaltis, and Peter Woods for
useful discussions. This research was supported in part by con-
tracts SAO SV1-61010 and NAS8-38249 as well as NASA
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Fig. 1.—Upper panel: Unfolded MEG and HEG energy spectra of 4U
0142!61 fitted with an absorbed power-law!blackbody model (solid line).
The spectra have been coarsely binned for clarity. The contributions of the
power-law (dashed line) and blackbody (dotted line) components are also
shown. The normalization difference between the MEG and the HEG is con-
sistent with the uncertainty in the absolute flux calibration. Lower panel: Frac-
tional residuals ([data-model]/model) from the absorbed power-law!black-
body model fit. The feature at ≈2 keV, marked with an arrow, is instrumental.

Fig. 2.—MEG and HEG spectra of 4U 0142!61 at 6 and 12 times the
instrument resolution, respectively. The best-fit absorbed power-law!black-
body model is shown as a dashed line. The misfit of the continuum between
5.5 and 7.0 Å is not consistent in the MEG and HEG spectra and is attributed
to instrumental features around known absorption edges. The spectra show no
deep features that might result from proton cyclotron resonance absorption in
a magnetic field in the range of G.14(1.9–9.8)# 10

Fig. 3.—Upper bounds on the EWs of lines with intrinsic width j p
(where E is the line energy). Magnetar atmosphere models predict that0.1E

the EW of a proton cyclotron absorption line is of order 0.70–0.75E (Zane et
al. 2001), although more recent work predicts EWs at least an order of mag-
nitude lower (Ho & Lai 2002). For comparison, we have included lines that
define and . We conclude that the spectra show noEW p 0.5E EW p 0.1E
strong absorption feature attributable to the proton cyclotron resonance in a
magnetic field in the range of G.14(1.9–9.8)# 10

previous observations of 4U 0142!61. When the same model
is applied to the high-resolution binned data set, the same pa-
rameter values are found to within the uncertainties.
With this continuum model, we then looked for absorption

and emission features in the high-resolution spectrum. We
searched for both narrow and broad linelike features. An initial
inspection of the residuals of the power-law!blackbody model
fit seemed to show a feature at ≈6 Å (2 keV; see Fig. 1). This
feature, however, is highly suspect since it is located between
two known instrumental edges (Si K at 6.75 Å and Ir M at
5.98 Å). It does not appear in the MEG !1 spectrum (which is
on a back-illuminated chip) but only in the MEG "1 and HEG
!1/"1 spectra (on front-illuminated chips). Furthermore, the
dip occurs at a slightly different energy and with a different
depth in the MEG and HEG spectra (see Fig. 2). For these
reasons, we conclude that the feature is instrumental.
To search for broad features, we used the high-resolution

HETGS spectra and fitted Gaussian line models to the fractional
residuals ([data-model]/model) of the continuum fit. The central
energies and widths of the Gaussian components were fixed,
while the normalizations were fitted. To look for features that
had been predicted in the magnetar models (Ho & Lai 2001;
Zane et al. 2001), the width of the Gaussian was chosen to
vary with energy ( ). The Gaussian model was fittedj p 0.1E
to the data centering at every wavelength point. We were able
to determine the best-fit amplitude and standard deviation of
this result as well as the significance of each feature. The 4 j
upper limits on the equivalent widths (EWs) of any features
are shown in Figure 3. There were no features with a signif-
icance greater than 4 j, which we believe is a reasonable lower
limit. In Figure 3, we have also included lines that mark the
EW limits for and for comparison.EW p 0.1E EW p 0.5E
Similarly, no narrow line features were found in the high-

resolution spectra. We can place a 3 j upper limit of 10 eV on
any emission line between 4.1 and 17.7 Å (0.7 and 3.0 keV)

whose width (FWHM) is comparable to the instrument resolution
(see Fig. 4). The computation uses the model fitted to the time-
averaged HEG andMEG data.We assume that candidate features
are only 2 bins wide. One may derive limits on broader features
until the scale of the feature becomes comparable to that of the
instrument calibration uncertainties. Limits on absorption lines
are identical when there are !25 counts bin"1 but are syste-
matically larger for "25 counts bin"1.

4. DISCUSSION

The Chandra spectrum of 4U 0142!61 is well fitted by an
absorbed power law!blackbody, which is consistent with pre-
vious observations of the source (White et al. 1996; Israel et
al. 1999; Paul et al. 2000). The small radius of the blackbody
model might be explained by atmospheric effects that give an

Chandra, 2001年 (Juett+ 2002), F-test
narrow line broad line

CCDの Newton とは 
類似の結果となった


